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Abstract

Active depth sensing achieves robust depth estimation but is usually limited by the sensing range. Naively increasing the optical power can improve sensing range but induces eye-safety concerns for many applications, including autonomous robots and augmented reality. In this paper, we propose an adaptive active depth sensor that jointly optimizes range, power consumption, and eye-safety. The main observation is that we need not project light patterns to the entire scene but only to small regions of interest where depth is necessary for the application and passive stereo depth estimation fails. We theoretically compare this adaptive sensing scheme with other sensing strategies, such as full-frame projection, line scanning, and point scanning. We show that, to achieve the same maximum sensing distance, the proposed method consumes the least power while having the shortest (best) eye-safety distance. We implement this adaptive sensing scheme with two hardware prototypes, one with a phase-only spatial light modulator (SLM) and the other with a micro-electro-mechanical (MEMS) mirror and diffractive optical elements (DOE). Experimental results validate the advantage of our method and demonstrate its capability of acquiring higher quality geometry adaptively. Please see our project website for video results and code: https://btilmon.github.io/e3d.html.

1. Introduction

Active 3D depth sensors have diverse applications in augmented reality, navigation, and robotics. Recently, these sensor modules are widely used in consumer products, such as time-of-flight (e.g., Lidar [15]), structured light (e.g., Kinect V1 [18]) and others. In addition, many computer vision algorithms have been proposed to process the acquired data for downstream tasks such as 3D semantic understanding [29], object tracking [17], guided upsampling in SLAM [24], etc.
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Our system consists of a stereo-camera pair and an adaptive projector. The system first captures an image of the scene (Step 1) and then computes an attention map to determine the ROI (Step 2). This attention map is used to compute the control signal for the specific projector implementation (Step 3) such that light is only projected to the ROI (Step 4). A depth map is then computed from the new stereo images, which can be used for applications such as augmented reality (Step 5).

Note that the realization of scene-adaptive illumination is not trivial: Common off-the-shelf projectors simply block part of the incident light, which wastes optical power. We propose two hardware implementations for adaptive illumination: One is inspired by digital holography, which uses Liquid Crystal on Silicon (LCoS) Spatial Light Modulators (SLM) to achieve free-form light projection. The other implementation uses diffractive optical elements (DOE) to generate dot patterns in a local region of interest (ROI), which is directed to different portions of the scene by a micro-electro-mechanical (MEMS) mirror.

Our contributions are summarized as follows:

- **Adaptive 3D sensing theory**: We propose adaptive 3D sensing and demonstrate its advantage in a theoretical framework that jointly considers range, power and eye-safety.
- **Hardware implementation**: We implement the proposed adaptive active stereo approach with two hardware prototypes based on SLM and MEMS + DOE.
- **Experimental validation**: Real-world experimental results validate that our sensor can adapt to the scene and outperform existing sensing strategies.

2. Related Work

**Active 3D sensing with ambient light noise.** Various techniques have been proposed to address photon noise due to strong ambient light (e.g., sunlight), such as choosing a wavelength where sunlight is weak [23, 32], using a polarizing filter [23]. Gupta et al. [13] uses a theoretical model to show that instead of illuminating the full scene, concentrating light on different parts of a scene sequentially improves SNR for structured light, which is demonstrated with a rotating polygonal mirror. Based on similar principles, MC3D [21] uses a MEMS/galvo-driven laser and an event camera to achieve bandwidth-efficient scanning. EpiScan3D [22] and EpiToF [1] use a line-scanning laser and a synchronized rolling-shutter camera to achieve fast...
and efficient depth sensing. This paper further extends this line of work by showing that, with the freedom to adaptively illuminate part of the scene, a lower power budget is needed to achieve the same sensing range while being safer to the eyes.

**Adaptive 3D sensing.** Ideas from visual attention [6, 11] have influenced vision and robotics, and efficient estimation algorithms have been shown for adaptive sensing, and point-zoom-tilt (PZT) cameras [7, 33]. In the 3D sensor space, 3D light-curtains [5, 8, 31] represent a flexible system where curtains can be adaptively placed in the scene for robotics, and other applications [2, 3, 26]. Full control of the MEMS mirror enables adaptive sampling for LiDAR [25, 27, 28] and adaptive resolution for monocular depth sensing [30]. While previous adaptive systems focus on different aspects such as flexibility, frame rate, etc., this work studies the interplay between range, power, and eye-safety.

### 3. Energy-Efficient Adaptive 3D Sensing

The workflow of the proposed adaptive 3D sensing is shown in Fig. 2. We use an active stereo design with two cameras and a projector. The device first captures an image of the scene and computes an attention map to determine the region of interest (ROI). Hardware-specific control signals are computed from the attention map such that the projector redistributes the light to the ROI. Finally, a high-quality depth map can be calculated from captured stereo images.

Before getting into details on how to implement this adaptive illumination in practice, let us assume an ideal *flexible* projector for a moment: If we can redistribute the optical power to an arbitrarily-shaped ROI, how well can it perform? We adopt a model to quantify its depth estimation performance and compare it to other existing or naively conceived active depth sensing strategies.

#### 3.1. Sensor Model and SNR Analysis

The accuracy of various active depth sensors, including structured light, active stereo, continuous-wave time-of-flight (CW-ToF), etc., can be quantified by a single metric: the SNR of the measured light signal (projected by the active illumination source and reflected by the scene). The noise consists of the photon noise from both the signal itself and the ambient light, and the sensor readout noise, mathematically defined as follows [13, 14]:

\[
SNR = \frac{\text{Signal}}{\sqrt{N_{\text{photon, ambient}}^2 + N_{\text{photon, projector}}^2 + N_{\text{read}}^2}}
\]

where \( P \) is the optical power of the projector (assuming an albedo of 1 in the scene), \( a \) is the illuminated area at unit distance, \( d \) is the distance of the scene (thus the inverse-square fall-off), \( P_{\text{sun}} \) is the optical power of the ambient light, \( t_1 \) and \( t_2 \) are the duration when the laser is on and the camera is active, respectively, and \( N_{\text{read}} \) is the standard deviation of the read noise. Ambient light-induced photon noise dominates in outdoor scenarios and also indoors with power-limited devices, which is the major focus of the following analysis. In these situations, SNR can be simplified as:

\[
SNR \approx \frac{P}{\sqrt{P_{\text{sun}} t_2}}.
\]

When readout noise dominates, which happens in a dark room or at night, SNR can be simplified as this

\[
SNR \approx \frac{P}{\sqrt{P_{\text{sun}} t_2} N_{\text{read}}^2}.
\]

**Analyzing different sensing strategies.** We use this SNR model to compare the performance of different depth sensors. For a fair comparison, we assume all depth sensors have equal total optical power \( P \), sensing at same depth \( d \). Their performance is then uniquely determined by \( t_1 \), \( t_2 \) and \( a \). For off-the-shelf *full-frame* projectors (Fig. 3(e)), we denote \( a = A \) which corresponds to the entire FOV, and \( t_1 = t_2 = T \) as both the sensor and the projector are active during the entire camera exposure \( T \).

Previous work [1, 13, 21, 22] has shown that, instead of flood-illuminating the entire scene, focusing optical power on different parts of the scene sequentially can lead to higher SNR. To quantitatively analyze this effect, we represent the illuminated area, laser exposure and camera exposure as a division of the full-frame case:

\[
a = A / R_a, \quad t_1 = T / R_{t1}, \quad t_2 = T / R_{t2},
\]

where \( R_a, R_{t1}, R_{t2} \) are defined as illuminated area divisor, laser exposure divisor, camera exposure divisor, respectively. SNR is then a function of these divisors:

\[
SNR = \frac{P}{\sqrt{P_{\text{sun}} T / R_{t1}} / R_{a} / R_{t1}} = \frac{P}{\sqrt{dA/P_{\text{sun}} R_{t1} / R_{t2}}}
\]

where \( c \) is the SNR of full-frame projection. \( X \) is a factor that describes how each method compares with the baseline full-frame projection. It is difficult to optimize \( X \) directly since not every combination of \( (R_a, R_{t1}, R_{t2}) \) is feasible in hardware. Nevertheless, it provides a useful tool to characterize different sensing strategies.

State-of-the-art systems such as Episcan3D [22] implement this idea as a line scanning scheme, as shown in Fig. 3(e). If we assume the total illuminated region of line
### Comparison of Power, Range, and Eye-Safety

Sec. 3.1 analyzes the SNR for different sensors at the same depth. However, this analysis is insufficient, since increasing SNR and the maximum range implies a higher risk of eye injury. In this section, we discuss how this model can be extended to analyze the trade-off between power, range, and eye-safety. We consider two key constraints: maximum sensing distance and minimum eye-safety distance.

#### Maximum Sensing Distance

We assume that for reliable estimation of the depth, the SNR must be greater than a minimum detection threshold $SNR_{thres}$. The equality holds when the maximum sensing distance $d = d_{max}$ is reached,

$$SNR_{thres} = \frac{P \sqrt{T}}{d_{max}^2 A \sqrt{T_{sun}}} X. \tag{6}$$

Rearranging this equation gives

$$P = \frac{k_p \cdot d_{max}^2 X^{-1} = k_p \cdot d_{max}^2 R_a^{-1} R_{t1} R_{t2}^{-0.5}}, \tag{7}$$

where $k_p$ is a method-independent constant.

#### Minimum Eye-Safety Distance

A minimum eye-safety distance can be defined when the maximum permissible exposure (MPE, defined in ANSI Z136) is reached:

$$P \frac{1}{l_{min}^2} = \frac{MPE(t_1)}{t_1}, \tag{8}$$

It is considered dangerous for eyes to be exposed at a distance shorter than $l_{min}$. Intuitively, the shorter the minimal

### Table: Comparison of Sensing Methods

<table>
<thead>
<tr>
<th>SNR</th>
<th>Power $P$</th>
<th>Eye-safety distance $l_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SNR_{point}$</td>
<td>$k_p d_{max}^2 N^{-1}$</td>
<td>$k_p d_{max}^2$</td>
</tr>
<tr>
<td>$SNR_{line}$</td>
<td>$k_p d_{max}^2 N^{-0.5}$</td>
<td>$k_p d_{max}^2$</td>
</tr>
<tr>
<td>$SNR_{adaptive}$</td>
<td>$k_p d_{max}^2 N^{-1}$</td>
<td>$k_p d_{max}^2$</td>
</tr>
</tbody>
</table>

### Figure 3: Schematic diagrams and analysis of various sensing strategies.

When ambient light noise dominates, the proposed adaptive sensing achieves best SNR. To achieve the same maximum sensing distance, adaptive sensing consumes least power while having shortest eye-safety distance. (Best performing methods in each row are highlighted in blue)

---

*Typically, $N = 10^{10}$

| Same power, sensing at same distance: | $SNR = \frac{P \sqrt{T}}{d_{max}^2 A \sqrt{T_{sun}}} X.$ |

<table>
<thead>
<tr>
<th>$SNR$</th>
<th>Power $P$</th>
<th>Eye-safety distance $l_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SNR_{point}$</td>
<td>$k_p d_{max}^2 N^{-1}$</td>
<td>$k_p d_{max}^2$</td>
</tr>
<tr>
<td>$SNR_{line}$</td>
<td>$k_p d_{max}^2 N^{-0.5}$</td>
<td>$k_p d_{max}^2$</td>
</tr>
<tr>
<td>$SNR_{adaptive}$</td>
<td>$k_p d_{max}^2 N^{-1}$</td>
<td>$k_p d_{max}^2$</td>
</tr>
</tbody>
</table>

**Adaptive sensing.** Our adaptive sensor projects a static pattern that does not change during the entire exposure, i.e. $R_{t1} = R_{t2} = 1$. However, the optical power is concentrated to a small ROI, which we assume can be as small as one line in the line-scanning approach $R_a = N$. As shown in Fig. 3(f), our adaptive sensor has a $N$ times higher SNR than the full-pattern approach. In summary, we observed that $SNR_{adaptive} = SNR_{point} \gg SNR_{line} \gg SNR_{full}$.
eye-safety distance is, the more eye-safe the device is. We expand MPE based on definitions from ANSI Z136:

\[
P \frac{l_{\text{min}}}{a} = \frac{MPE(t_1)}{t_1} = \frac{C_1 \times 10^{-3} \text{~J} \cdot \text{cm}^{-2}}{t_1} = k_e t_1^{-0.25},
\]

where \(k_e\) is a method-independent constant. Please find a detailed discussion on this analytic expression in the supplementary report. Plug in Eq. 4 and rearrange,

\[
l_{\text{min}} = k_l \cdot P_{0.5} R_{a0.5} t_1^{-0.125},
\]

where \(k_l\) is a method-independent constant.

Comparing different sensors. From Eq. 7 and Eq. 10, it is clear that for a depth sensing method, specifying one quantity among \(P\), \(d_{\text{max}}\) and \(l_{\text{min}}\) will also determine the other two. We thus focus on the following question: To reach the same maximum sensing distance \(d_{\text{max}}\), what is the power consumption \(P\) and eye-safety distance \(l_{\text{min}}\) of each method? This is a key problem for consumer devices with limited power budget. Plug Eq. 7 into Eq. 10 and rearrange:

\[
l_{\text{min}} = k_{ld} \cdot d_{\text{max}}^{0.375} R_{t12}^{-0.25},
\]

where \(k_{ld}\) is a method-independent constant.

Fig. 3 summarizes the results derived from Eq. 7 and Eq. 11 for different sensing methods. Full-frame pattern method is the most eye-safe but consumes the most power. Conversely, point scanning (synced) consumes the least power but is also the least eye-safe, which highly limits its application in consumer devices (e.g. laser projectors). Line scanning (synced) strikes the sweet middle ground, which extends the distance by a large margin while maintaining eye safety. Finally, by concentrating to a small ROI, the proposed adaptive method consumes the least power and achieves the best eye-safety.

To intuitively showcase this advantage, we assume \(N \sim 100\) to 500, which is consistent with the spatial resolution of most concurrent 3D sensors. For high-resolution depth sensors with \(N > 1000\), the gain is even greater. At the same maximum sensing distance, adaptive sensing:

- has the same eye-safety distance as full-frame sensors, while consuming \(N^{-1} (0.01 \text{ to } 0.002)\times\) lower power,
- has \(N^{-0.125} (0.56 \text{ to } 0.46)\times\) shorter (better) eye-safety distance as line-scanning, while consuming \(N^{-0.5} (0.1 \text{ to } 0.04)\times\) lower power.

It is important to mention that these calculations are based on the assumption that the illuminated area for adaptive sensing is the same as line scanning: \(R_a = N\). In practice, this area may be larger depending on the scene and application. The adaptive projector (e.g. SLM) may also have a limited light efficiency, which gives an effectively smaller \(R_a\) and thus lower SNR. Nonetheless, at the same maximum distance, adaptive sensing still has a power benefit as long as \(R_a > \sqrt{N}\), and it always has a eye-safety benefit since \(l_{\text{min}}\) is independent of \(R_a\). The theoretical analysis form the foundation for the proposed adaptive 3D sensing. We validate the analysis in a real-world prototype in Sec. 5.

Disjoint ROIs. So far, we assume an ideal flexible projector which can project light to arbitrarily-shaped, even disjoint ROIs simultaneously. In practice, certain hardware implementation does not have this capability (an example is discussed in Sec. 4.2). To this end, we propose a more flexible scanning strategy: During the camera exposure, the system scans \(K\) disjoint ROIs sequentially (typically \(2 \leq K \leq 5\)). This adaptive V1-a method consumes slightly more power and has a slightly longer eye-safety distance (Tab. 1). Another option is to divide the camera exposure into \(K\) shorter exposures, and the system scans a single ROI during each exposure. This adaptive V1-b method performs comparably as V1, but requires a \(K\) times higher camera frame rate. Please refer to the supplementary technical report for more design variations and detailed comparisons.

Table 1. Variations of adaptive sensing.

<table>
<thead>
<tr>
<th></th>
<th>SNR</th>
<th>(P)</th>
<th>(l_{\text{min}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>(cN)</td>
<td>(k_{ld} d_{\text{max}}^{K-1})</td>
<td>(k_{ld} d_{\text{max}}^{K0.375})</td>
</tr>
<tr>
<td>V1-a</td>
<td>(cNK^{-1})</td>
<td>(k_{ld} d_{\text{max}} N^{-1}K)</td>
<td>(k_{ld} d_{\text{max}} K^{0.125})</td>
</tr>
<tr>
<td>V1-b</td>
<td>(cNK^{-0.5})</td>
<td>(k_{ld} d_{\text{max}} N^{-1} K^{0.5})</td>
<td>(k_{ld} d_{\text{max}} K)</td>
</tr>
</tbody>
</table>

4. Implementation of Adaptive Illumination

Now that we have theoretically analyzed the benefit of the proposed adaptive illumination, how can the proposed adaptive illumination be realized? Notice that this is not a trivial problem. The hardware implementation must satisfy two criteria: (1) The system can redistribute the optical power to a small ROI (guided by an attention map), and (2) This ROI can be projected to different parts of the scene flexibly and in real-time (e.g. 30Hz). A common LCD or DLP projector satisfies (2) but does not satisfy (1). In this section, we propose two hardware configurations that satisfy both conditions.

4.1. Implementation 1: Phase SLM

Fig. 4(a) shows our SLM-based implementation. Our holographic projection approach is inspired by recent work on holographic near-eye 3D displays [20]. Specifically, a hologram to be reproduced by the SLM is decomposed as a sum of sub-holograms, where each sub-hologram diffracts light to a single object point in the scene. In [20], each sub-hologram is created using a lens phase function:

\[
f_{\text{lens}}^m(X) = e^{i2\pi \sqrt{(X-x_0)^2+(Y-y_0)^2+(Z-z_0)^2}/\lambda},
\]
where \((X, Y, Z)\) is the 3D position of each pixel in the sub-
hologram, \((x_n, y_n, z_n)\) is the 3D position of the \(n\)-th object
point, and \(\lambda\) is the light wavelength. The full hologram is,

\[
H(X) = \sum_{n=1}^{N} f_{\text{lens}}^n. \tag{13}
\]

This lens phase function mimics a lens that focuses light to
the object point at the correct depth, which works well for
near-eye displays. One limitation of this lens phase func-
tion approach is that light is only redistributed locally. This
is because the SLM can only reproduce a smooth hologram
due to the Nyquist frequency determined by the finite pixel
pitch. However, \(f_{\text{lens}}^n\) varies rapidly for off-center pixels
\((\text{i.e. } X, Y \text{ far away from } x_n, y_n)\), causing aliasing artifacts.
Therefore, sub-holograms of much smaller sizes must be
used, which greatly limits the light efficiency.

To alleviate this limitation, we propose the use of **mirror phase function**:

\[
f_{\text{mirror}}^n(X) = e^{j(X \cdot x_n + Y \cdot y_n)}, \quad H(X) = \sum_{n=1}^{N} f_{\text{mirror}}^n. \tag{14}
\]

The mirror phase function corresponds to a smooth phase
map linear in terms of \(X, Y\), and can be implemented on
the SLM without aliasing. It allows us to use each sub-
hologram as a mirror that reflects light to the right direction.
By taking the sum of sub-holograms that reflect to different
directions, desired projection patterns can be achieved.

**Conversion to phase-only holograms.** Notice that Eq. 14
creates a hologram with both amplitudes and phases being
spatially-variant, which cannot be implemented on a phase-
only SLM. Several approaches \([12, 16]\) have been proposed
to convert such a full hologram to a phase-only hologram.
Fortunately, our goal is not to project a high-quality im-
age, and simple amplitude discarding is sufficient to project
unique texture to the scene:

\[
H_{\text{phase}} = \operatorname{Arg}[H]. \tag{15}
\]

**Figure 4. Hardware implementations.** (a) Our first implementation is based on a phase-only SLM, which can redistribute light to
arbitrarily-shaped, even disjointed ROIs. (b) Our second implementation is based on a DOE pattern generator with a 2D MEMS mirror. It
has less flexibility and can only concentrate on one fixed-shape ROI at a time, but it benefits from low cost, simple optics and small form
factor which makes it potentially easier to be miniaturized.

\[
\text{Implementation 1: Phase SLM}
\]

\[
\text{Implementation 2: MEMS + DOE}
\]

**Figure 5. Hardware prototypes.** (Upper) Spatial Light Mod-
ulator (SLM) implementation. (Lower) Micro-electromechanical
(MEMS) mirror + diffractive optical element (DOE) implementa-
tion.

**Figure 6. Examples of emulating full frame, line scanning, and
adaptive sensors on a phase only spatial light modulator.** Note
that the full frame and adaptive patterns are captured within
the full exposure time, while each line in the line scanning pattern
is captured within \(1/N\) of the time. We scale the intensities for
visualization. Note that the bright center dot is caused by the SLM
DC term, and can be mitigated with additional optical filters and
manufacturing processes.

**Efficient implementation.** The mirror phase function
consists of simple arithmetic operations on large matri-
Figure 7. **Comparison between sensing strategies.** Our approach is more robust to ambient light than line scanning and full frame sensors; notice how our adaptive approach degrades less than line scanning and full frame from low ambient lighting (700 lux) to high ambient lighting (4000 lux). We keep sensor settings constant for each low ambient-high ambient pair. The total number of dots in the adaptive method (ours), line scanning and full frame is around $150 \times 150$, respectively. Zoom in to see the red dots in the camera images.

ces, which can be implemented efficiently on a GPU. We implement our hologram generator in CUDA and render the resulting hologram phase from the framebuffer to the SLM using OpenGL-CUDA interoperability. On a NVIDIA Jetson Nano, an embedded system-on-module with a Tegra X1 Maxwell 256-core GPU and limited computing resources, we are able to generate 1080p holograms with around 100 points or less at 30 fps. Our implementation and simulator can be found at https://github.com/btilmon/holoCu.

4.2. Implementation 2: MEMS + DOE

Our second implementation is to adjust the beam incident angle of a diffractive optical element (DOE) with a MEMS mirror, as shown in Fig. 4(b). DOE offers a cheap, energy-efficient solution for random dot projection in single-shot structured light (Kinect V1) or active stereo (RealSense). While those systems use a DOE that covers the entire scene, we use a small FOV ($\approx 5^\circ$) that only corresponds to a small ROI. By rotating the MEMS mirror, the deflected laser beam hits the DOE at different angles, thus generating a dot pattern at different ROIs of the scene.

**Comparison with phase SLM.** The MEMS + DOE implementation is less flexible than the SLM implementation since the hologram shape is fixed (determined by the DOE phase pattern). This is schematically shown in Fig. 4: While SLM can illuminate ROIs of various shapes (P1-P3), MEMS + DOE can only create the same shape shifted across the scene. Moreover, while the SLM can redistribute the optical power over two disjoint ROIs during the same camera exposure (P4), different ROIs are scanned and imaged sequentially by the MEMS mirror, which slightly decreases the SNR (see Sec. 3.2 for detailed analysis). Nevertheless, the MEMS + DOE approach benefits from low cost, simple optics and small form factor, which are important factors for mobile and wearable devices.

Figure 8. **Outdoor active depth sensing under 50 kilolux direct sunlight with Phase SLM.** Our sensor works outdoors under direct sunlight. We show results up to 2 meters but believe this range could be extended with further SLM optical engineering. Zoom in to see the red dots in the camera images.
5. Experiments

Hardware prototypes. Fig. 5 shows both hardware prototypes of our proposed method. We use two FLIR BFS-U3-16S2C-CS cameras equipped with 20mm lenses as a stereo pair. Our SLM implementation uses a Holoeye GAEA LCoS (phase-only) SLM, which can display 4K phase maps at 30 frames per second. Our MEMS + DOE implementation uses a 0.8 mm diameter bonded Mirrorcle MEMS Mirror. A random dot DOE with a small FOV is preferred. Here, we used a Holoeye DE-R 339 DOE that produces a periodic 6x6 dot pattern with 5° FOV instead and we tilt the DOE such that the pattern is still unique locally on the epipolar line. Please refer to the supplementary report for detailed setup and calibration procedures.

Attention map and depth estimation. We adopt classical semi global block matching for depth estimation [10]. The attention map is determined by randomly choosing pixels that do not have a valid depth value from the depth map computed from passive images. In practice, the attention map can be conditioned by the application such that illumination is only needed within the regions where AR objects are inserted. Our goal is to present a general sensor that can fit into many different perception systems and improve active depth sensing.

Comparison between sensing strategies. We emulate full-frame and line-scanning strategies on our SLM implementation and compare them with our adaptive sensing strategy. An example of each emulated sensor can be found in Fig. 6. For line scanning, we compute and project the hologram of the dot pattern line-by-line. We capture the image for each line individually and stitch the corresponding camera rows together into a single image.

Fig. 7 shows the results for three different scenes. All scenes are illuminated with the same ambient lighting and laser power. Laser power, exposure time and illuminated area are chosen to ensure fair comparison. Due to the dominating photon noise from the ambient light, full-frame and line scanning methods have a low SNR. As a result, depth estimation fails in the textureless regions. Since the proposed adaptive sensing technique concentrates light to the textureless regions, it achieves much higher SNR and obtains higher-quality depth maps, which validates our theoretical analysis.

Outdoor depth sensing under direct sunlight. Fig. 8 demonstrates our Phase SLM prototype working outdoors under 50 kilolux direct sunlight. We can rely on passive stereo to compute depth for the majority of the scene and only project light where necessary, such as the white textureless pot. We also show a distance test of the Phase SLM prototype at 2 meters. We believe this distance could be increased with further SLM optical engineering in future work.

MEMS + DOE implementation. Fig. 9 demonstrates our MEMS + DOE prototype. The dot pattern is projected to a textureless object which improves the disparity compared to passive stereo. When the system moves to another location at $t_1$, it analyzes the new captured images and direct the ROI to the new position of the textureless object.

6. Limitations and Discussion

Optical power vs computation power. Although we do not explicitly compare the optical power savings from adaptive sensing with the additional computation power needed for computing the attention map and projector control signal (e.g. phase map for SLM), we show that such computations consist of basic arithmetic operations and can be implemented on embedded systems like NVIDIA Jetson Nano, suggesting that our approach can be deployed on increasingly available mobile GPUs. Our system will have even higher benefits for outdoor applications where optical power dominates.

Learning-based attention map and depth estimation. In this work, we use simple, low-complexity texture analysis and semi global matching for attention map and depth estimation. It is possible to design neural networks to achieve better depth estimation, at the cost of higher computation. Our focus is on validating the proposed adaptive sensing as a promising novel sensing strategy, and we expect more practical algorithms to be developed in future work.

Other active depth sensing mechanisms. Although this paper only shows hardware implementations for active stereo, the adaptive sensing strategy can be applied to other depth sensing mechanisms such as single/multi-shot structured light, direct/indirect ToF, FMCW Lidar, etc., which can be a promising future direction.
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