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Traditional goal:

Restore back the 

ground truth

Our goal:

(1) Copy features from reference as much as possible.

(2) Generate details not available from reference.

(3) Output semantically consistent with degraded input.

(4) Face must be realistic.
→ Always no mole

in the output

If the reference image has a mole, but the ground truth doesn’t, 

should the output have a mole?

Answer:

• If the input is too low quality to confirm a mole, the output should include one. 

• If the input is low quality but clearly lacks a mole, the output should not include one.
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Age, makeup, etc. →Reference and ground truth can be different in facial details

Our loss

Our framework
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